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Overview: We introduce the CODAH dataset, an adversarially-constructed evaluation dataset for testing common sense. CODAH forms a challenging extension to the recently-proposed SWAG dataset, which tests

commonsense knowledge using sentence-completion. We introduce a novel procedure for question acquisition in which workers author questions designed to target weaknesses of state-of-the-art neural question
answering systems. Workers are rewarded for submissions that models fail to answer correctly both before and after fine-tuning. We create 2.8k questions via this procedure and evaluate the performance of multiple state-
of-the-art question answering systems on our dataset. We observe a significant gap between human performance, which is 95.3%, and the performance of the best baseline accuracy of 69.6% by the BERT model.
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superhuman performance from SOTA transformer-based Including phrases whose | Man on his Hirst date wanted to break the ice. He 100
models. To highlight additional challenges in commonsense dioms | 4 e (e e threw the ic at the wall 90
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o Rose is walking the dog while Joseph cooks dinner. Rose
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» Annotators are educated on SOTA QA models cuts tomatoes for the soup. |
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 Submissions are credited for questions that the model her car. She . . L
.I: | i .tl Quantitative Involving basic arithmetic puts all three animals in the back seat before driving off. Idioms Reference Polyse my N egatlon Quantitative
alls 10 answer correc y Reasoning calculations or comparisons puts all four animals in the back seat before driving off. ~
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puts all nine animals in the back seat before driving off.
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answer 0 « CODAH is a challenging extension to the SWAG
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